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Machine Vision 
Use Case #1: 

 
Given a picture of interest, 
how can I see more like it? 

 



Selected Projects in Image Similarity 
for Humanities / Art History 

John Resig 
TinEye MatchEngine (Commercial; Black Box) 

•  ukiyo-e.org: Japanese Woodprints 
•  PHAROS consortium of museum photo archives 

Carl Stahmer 
Arch Vision (Speeded up robust features; Bag of Visual 
Words) 

•  Early English Broadside / Ballad Impression Archive 

Resig, John. “Aggregating and Analyzing Digitized Japanese Woodblock Prints.” 
Japanese Association of Digital Humanities conference, 2013 
Stahmer, Carl. “Arch-V: A platform for image-based search and retrieval of digital archives.” 
Digital Humanities 2014: Conference Abstracts, 2014 



Meserve-Kunhardt 
Collection 

The Meserve-Kunhardt 
Collection originated as one of 
the largest private collections 
of 19th-century photography.  
 
Now part of the Beinecke Rare 
Book and Manuscript Library, 
the archive of over 73,000 
images is a world-renowned 
record of America from the 
Civil War to the Gilded Age.  



Convolutional Neural Networks for Image 
Captioning 

2012 — today 

Diagram:	Pankaj	Kumar	

	





Penultimate Layer in Captioning Network: 
More abstract = more useful? 

di Lenardo, I., Seguin, B., Kaplan, F. (2016). Visual Patterns Discovery in Large Databases 
of Paintings. In Digital Humanities 2016: Conference Abstracts.  



yaledhlab.github.io/neural-neighbors/	

Neural Neighbors: 
Pictorial Tropes in the Meserve-Kunhardt Collection 

by Doug Duhaime, Monica Ong Reed & Peter Leonard 
	

1.  Take a Convolutional Neural Network designed for image 
captioning [Google’s Inception]… 

2.  …trained on 1.2 million images [ImageNet 2012]… 
 

3.  …but extract the penultimate layer in the network [pool_3:0]… 
 

4.  …which contains a more abstract set of visual features [2,048 
dimensions]… 
 

5.  …and find the approximate nearest neighbors of each image 
in this high-dimensional space [github.com/spotify/annoy]… 
 

6.  … there’s no step 6. 

An experiment with the Beinecke Rare Book & Manuscript Library	





Machine Vision 
Use Case #2: 

 
How can a large-scale visual collection 

organize itself? 



•  Process images with the Inception Convolutional Neural Network 
•  CNN trained on ImageNet 2012 
•  Penultimate layer yields 2,048 abstract feature dimensions 

•  Project images into two-dimensional manifold with UMAP 
•  Uniform Manifold Approximation and Projection 
•  Faster than t-SNE; better at preserving global structure 

•  Visualize 2-D projection using WebGL 
•  Performant to > 100,000 images 

•  Similar images will appear nearby 

•  Use k-means clustering to find ‘constellations’ in the ‘galaxy’ 

github.com/YaleDHLab/pix-plot 
 
Special thanks to Cyril Diagne, Benoît Seguin and Damon Crockett	

PixPlot 
by Doug Duhaime 

	



PixPlot: Tens of thousands of images in your 
browser 
Corpus: Meserve-Kunhardt Collection 
Size: 27,000 



PixPlot: Tens of thousands of images in your 
browser 
Corpus: Yale Center for British Art 
Size: 31,221 



•  Deep links back to system of record 

•  Higher-resolution images at large zoom levels 
•  IIIF (International Image Interoperability Framework) 

•  Animation between different states 
•  t-SNE vs. UMAP, different layers in network… 

•  Curatorial Tools 
•  Represent metadata facets with border colors 
•  “Lasso tool” to allow sub-selections for curation 

•  Transfer Learning for domain-specific captioning 
•  Retraining final layer with curated training data 

github.com/YaleDHLab/pix-plot	

Future Development Directions 



Machine Vision 
Use Case #3: 

 
Can neural networks dream ? 



Recurrent Neural Networks 

gist.github.com/nylki	
github.com/karpathy/char-rnn	



Consider two neural networks: 
 
•  The Forger looks at tens of thousands of 19th-

century photographs and tries to dream up new 
ones. 

•  The Detective looks at all of these photographs 
(real counterfeit) and tries to determine which are 
fake. 

Each learns from the other in order to do its job better: 
 
•  The Forger learns to dream more accurately. 

•  The Detective learns to be more discerning. 

All of this happens thousands of times a second. 
For days and days. 

Generative Adversarial Networks 

carpedm20/BEGAN-tensorflow	



Generative 
Adversarial 
Networks 

These people 
never existed. 
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