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Scaling Instrument  Science 
in the FAIR Age



Globus is …

a non-profit service for 
research data management 
and advanced computing, 

developed and operated by



Our mission is to…

increase the efficiency and 
effectiveness of researchers   

engaged in data-driven 
science and scholarship

through sustainable software.



Development is partly funded by...

U . S .  D E PA R T M E N T  O F

ENERGY



The last time we were together …Dec. 2018!



Our story back then…

• Oct. 1998: Globus Toolkit 
v1 released—The Grid

• Nov. 2010: Globus Online 
released—The Cloud
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• Nov. 2013: Freemium model launched
• Jan. 2019 - 100th subscriber signed, >50% sustainable
• ??? – Globus becomes fully self-sustaining



What a difference 5 years make!

• Network effects driving growth
• Asymptotically approaching sustainability :-)
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What’s driving the 
need to reimagine 

research IT? 
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Circa 1980…
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Circa 2020: The Instruments are Coming!
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More (and larger) collaborations
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Active Guest Collections and Shared Endpoints

Shared endpoints

Guest collections (GCS)

Guest collections (GCP)
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500

Active Guest Collections
(a Globus mechanism by which researchers can share data with collaborators)



Dramatic changes in 
sensor data rates and 
broader collaborations 

demand large-scale 
automation, from capture 

through publication
13



Managing Instrument Data Delivery

Use Globus to deliver 
100s of TB of genomic 

data to researchers

Credits: Joe George, University of Michigan



Automating NGS

Globus 
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Results to 
lab servers

Transfer

Backup
raw files

Compute

Variant  
calling

PromethION 
~10TB/run

Share

Grant lab 
access

MinION ~50GB/run

High 
performance 
storage

Transfer

Transfer 
raw files

Archive 
storage

Analysis 
pipelines



Cryo-EM will 
eat (all) your 
resources
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Automating cryo-EM flows

Globus 
Flows

Carbon!

Correct, 
classify, …

Transfer

Transfer 
raw files

Compute

Launch 
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Transfer

Move final 
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index



Ramos, S. GlobusWorld 2023
https://www.youtube.com/watch?v=q-o6VKIEPj4 

https://www.youtube.com/watch?v=q-o6VKIEPj4


Serial crystallography at the Argonne APS

• Serially image chips with 
thousands of embedded crystals

• Quality control first 1,000 to report 
failures

• Analyze batches of images as they 
are collected

• Report statistics and images during 
experiment

• Return crystal structure to scientist 
Darren Sherrell, Gyorgy Babnigg, Andrzej Joachimiak



Globus 
Flows

How Globus enables SSX automation at scale
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Outcomes and impact

“These data services have taken the time to solve a 
structure from weeks to days and now to hours”
Darren Sherrell, SBC beamline scientist APS Sector 19

• Automation pipeline collects data, 
analyzes and visualizes the data, solves 
protein structure and loads results into a 
searchable portal for real-time feedback

• Achieved over 10-100x speed up in time 
to solution of protein structures at APS



Where does Globus fit in this picture?

Managed transfer & sync

Collaborative data sharing

Unified data access

Publication & discovery

Reliable automation

Platform-as-a-Service

Managed remote execution

Software-as-a-Service



Making data FAIR by default

Managed transfer & sync

Collaborative data sharing

Unified data access

Publication & discovery

Reliable automation

Platform-as-a-Service

Managed remote execution

Software-as-a-Service



Globus Search: Data description and discovery

• Metadata store with fine-
grained visibility controls

• Schema agnostic
• DOI minting via DataCite
• Simple search using URL 

queries
• Complex search using filters 

and facets

28

docs.globus.org/api/search

Search
Index



Making data more FAIR by default

Managed transfer & sync

Collaborative data sharing

Unified data access

Publication & discovery

Reliable automation

Platform-as-a-Service

Managed remote execution

Software-as-a-Service



Secure data sharing …from any storage

Collaborator logs into Globus 
and accesses shared files;
no local account required; 
download via Globus2

On-prem or 
public cloud 

storage 

Select files to share, 
select user or group, 
and set access 
permissions 

1Globally accessible 
multi-tenant service

Globus controls 
access to shared files 
on existing storage

Laptop, server, 
compute facility

• Fine-grained access control
• Storage system “overlay”
• Share with identity/email/group
• No data staging required

v



Distinct access policies 
may be applied to

Data and Metadata



Support for managing protected data

Restricted data 
handling                  
à PHI, PII, CUI 
à Compliant 
data sharing

Security controls                         
à NIST 800-53                             
à NIST 800-171

BAA w/Uchicago                      
à UChicago BAA with Amazon



Not a tradeoff you need to make…

Access
Sharing

Collaboration

Security
Privacy
Compliance



Making data more FAIR by default

Managed transfer & sync

Collaborative data sharing

Unified data access

Publication & discovery

Reliable automation

Platform-as-a-Service

Managed remote execution

Software-as-a-Service



Globus supports diverse storage systems



Enabling reuse via remote computation

Managed transfer & sync

Collaborative data sharing

Unified data access

Publication & discovery

Reliable automation

Platform-as-a-Service

Software-as-a-Service

Managed remote execution



Globus Compute: Function-as-a-Service …on any system
User submits a 
function to be run on 
compute endpoints

1Globally accessible 
multi-tenant service

Laptop, server, 
compute facility

Compute 
Facility

• Fire and forget function 
execution 

• Uniform interface to 
diverse compute resources

• …from a laptop to a 
supercomputer

Globus manages 
the function 
execution on any 
endpoint

2

2

3

Results 
returned to 
the user



Scaling FAIRness in the research enterprise

Managed transfer & sync

Collaborative data sharing

Unified data access

Publication & discovery

Reliable automation

Platform-as-a-Service

Managed remote execution

Software-as-a-Service



Globus Flows: Reliable, secure task orchestration

• A platform for defining, executing, and sharing distributed 
research automation flows

• Flows comprise Actions
• Action Providers: Called by Flows to perform tasks
• Triggers*: Start flows based on events

* Coming soon



Extending FAIRness beyond the institution

Managed transfer & sync

Collaborative data sharing

Unified data access

Publication & discovery

Reliable automation

Platform-as-a-Service

Managed remote execution

Software-as-a-Service



Portal frameworks 
to enable reusability

acdc.alcf.anl.gov



A growing ecosystem
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Data FAIRness through data mobility

Managed transfer & sync

Collaborative data sharing

Unified data access

Publication & discovery

Reliable automation

Platform-as-a-Service

Managed remote execution

Software-as-a-Service



Readily accessible by researchers everywhere

• Federated login for 
1,800+ institutions

• Access via ORCID ID 
for millions of PIs

• Open to the world via 
Google, GitHub, …



Large-scale automation 
is increasingly enabling 
intelligent analysis and 

experiment steering
51



What keeps you 
up at night?
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“Smart” instruments are emerging

53

Example: Rapid Training of Deep Neural Networks 
using Remote Resources

• DNN at the edge for fast 
processing, filtering, QC

• Requires tight coupling 
with simulation and 
training with real-time data

• Globus Flow:
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Zhengchun Liu, Jana Thayar, et al.

– Globus to rapidly move data for training
– funcX for simulation and model training
– Globus to move models to the edge
– (Future) funcX for inference at the edge

7sec

19sec

5sec

31sec.
cycle time



Current research will 
increase access to 

advanced instrument 
automation capabilities
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https://doi.org/10.1016/j.patter.2022.100606  
Blaiszik, Chard, Chard, Foster, Huerta, Nicolae, Vescovi, Wozniak

Braid (2020-2023) developed methods and tools 
for defining, running, and scheduling flows that link 
instruments, computers, data repositories, people

• Method and tools: Globus Flows for representing flows, 
Braid for scheduling sets of flows, HPC DL training 
algorithms, data pub methods, etc.

• Deployment and application: APS, LCLS, microscopes, 
CryoEM, etc.; ALCF and other compute

• Online experimental data analysis, experiment 
steering, data ingest pipelines, climate data analysis, 
etc.

• Operational experience: 10,000s of flow runs, 100s TB 
data processed, 10,000s node hours

• Science impact: Determination of Covid protein 
structures, online high energy diffraction microscopy 
analysis, etc.

https://doi.org/10.1016/j.patter.2022.100606


Diaspora (2023-2028) will develop a hierarchical event fabric and resilience 
solutions that will be applied to distributed applications involving long-term 
campaigns, time-sensitive analysis, and distributed data integration 

• Argonne, ORNL, SLAC, 
Texas Tech University

• Event fabric supports 
eventing, monitoring, 
and resilience across 
institutions/facilities

• Resilient distributed 
data structures can be 
deployed across 
diverse resources

https://diaspora-project.github.io 
Foster, Rao, Thayer, Corsi

https://diaspora-project.github.io/

